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Abstract—Recent results have shown the benefits of widely
linear precoding (WLP) in the MIMO interference channel
(MIMO IC) assuming that all transmitters can follow the same
strategy. Motivated by a transitional scenario where legacy linear
transmitters coexist with widely linear ones, this work investigates
the general K-user MIMO IC in a heterogeneous (linear and
widely linear) transmitter deployment. In particular, we address
the maximization of the weighted sum-rate (WSR) for (widely)
linear transmit filters design through the use of the complex-
valued formulation. Since the maximum WSR problem is non-
convex, and thus difficult to be solved, we formulate an equivalent
minimum weighted mean square error problem that allows
deriving closed-form expressions for (widely) linear transceivers.
Then an iterative procedure is proposed, which is proven to reach
a stationary point of the maximum WSR problem. Simulations
show that the proposed procedure allows increasing the sum-
rate as compared to coordinated linear transceiver schemes. The
gains are larger and significant in two different non-exclusive
conditions: as the interference level increases or when the number
of antennas is low.

Index Terms—MIMO interference channel, heterogeneous
transceivers, improper Gaussian signaling, widely linear precod-
ing, widely linear estimation, weighted sum-rate maximization.

I. INTRODUCTION

THE K-user multiple-input multiple-output interference
channel (MIMO IC) is a generic model for cellular

communication systems that consists of K transmitter-receiver
pairs, each equipped with multiple antennas. All transmitters
wish to send independent streams to its intended receiver
simultaneously, such that interference is generated towards un-
intended receivers. Unfortunately, the optimal transmit/receive
strategy with linear filters that maximizes the weighted sum-
rate (WSR) of the system is not known. From an optimization
theory perspective, the problem is non-convex and NP-hard
even in the single-antenna case [1]. Even so, there are two
main approaches to find a stationary point to the maximum
WSR problem. On the one hand, strategies in [2][3] (and ref-
erences therein) focus on the coordination among transmitters
based on the interference-cost concept, where each transmitter
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maximizes its own utility function minus the interference-cost,
hence managing interference in a decentralized manner. On the
other hand, convergence to a stationary point can be obtained
by iteratively minimizing the weighted sum of mean square
errors (WMSE), see [4], where transmit filters, receive filters,
and weighting matrices are alternatively optimized, being the
weighting matrices chosen according to the inherent relation
between the achievable rate and the mean square error (MSE)
[5]. Decentralized implementations of the WMSE approach
are analyzed in [4] and [6]. In [4] it is shown that the
WMSE approach and the strategies based on the interference-
cost ([2][3]) yield almost the same WSR performance, but
with less complexity in the WMSE case. In [6], the WMSE
approach and the interference-cost concept are combined and,
by exploiting the channel reciprocity property available in
time division duplex systems, almost the same WSR results
are obtained but with less stringent requirements for channel
estimation and information reporting than [2][3][4].

In all these works and related ones it is assumed that trans-
mitted signals are proper (or circularly symmetric complex)
Gaussian distributed [7]. Proper Gaussian signaling has been
shown to be optimal in terms of capacity for the MIMO
point-to-point channel [8], and also for the MIMO broadcast
channel (MIMO BC) with dirty paper coding as the capacity
achieving strategy [9][10]. However, recent results have shown
that optimality of proper Gaussian signals does not necessarily
hold for the MIMO BC if the transmit strategy is restricted
to widely linear transceivers [11][12]. It is shown there that
capacity gains can be obtained by employing improper (or
circularly asymmetric complex) Gaussian signaling because,
in the absence of non-linear interference cancellation, the
MIMO BC becomes interference-limited [13]. The same hap-
pens in the MIMO IC, where improper Gaussian signaling
through the use of widely linear precoding is able to improve
the known achievable rates when interference is treated as
Gaussian noise [14][15][16] and is also shown to obtain larger
degrees of freedom (DoF), i.e. slope of the sum-rate as a
function of the signal-to-noise ratio (SNR) at the high SNR
regime, [17][18][19].

The difference between proper and improper Gaussian
signaling yields in the characterization of the second order
statistics: while proper Gaussian random vectors are fully
specified by the covariance matrices under the zero-mean as-
sumption, improper Gaussian random vectors are characterized
not only by the covariance matrices but also by the pseudo-
covariance matrices [20][21]. An effective way to generate
and estimate improper Gaussian signals is by using widely
linear precoding (WLP) [15] and widely linear estimation
(WLE) [20], respectively, instead of the commonly used linear
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precoding (LP) and linear estimation (LE) techniques that
maintain the proper Gaussian distribution of the signals. WLE
is a generalized concept used in communication channels that
encounter improper noise [22] and in systems that transmit
improper signal constellations [23]. The later case is already
under investigation in 3GPP LTE-A [24], see [25]. Recently,
strategies for WLP design in the MIMO BC are analyzed in
[12], however, little has been done regarding the coordinated
design of WLP at transmitters for the MIMO IC.

There are two main approaches in the recent literature on
improper Gaussian signaling and widely linear operations for
the MIMO IC [26]: i) the composite real formulation, whereby
real and imaginary parts of the MIMO channel matrix are sep-
arated, and ii) the complex-valued formulation. Many works in
the literature, e.g. [14][17][19], tackle the single-input single-
output (SISO) IC with improper Gaussian signaling through
the composite real formulation by reformulating the problem
into an equivalent double-sized real-valued MIMO IC. This
way, most of the approaches already developed for the MIMO
IC with proper Gaussian signaling can be applied. Further, this
formulation has been used to state why improper Gaussian
signaling is better at handling interference (and under which
conditions) in the SISO Z-IC (a special IC setting) [27] and
in the MIMO Z-IC [28]. Nevertheless, in [15] it is shown
that some new insights on the use of improper Gaussian
signaling can be gained thanks to the use of the complex-
valued formulation. They show that for any given set of co-
variance matrices the achievable rates for the MIMO IC can be
improved with improper Gaussian signaling by optimizing the
transmit pseudo-covariance matrices. In this regard, transmit
covariance and pseudo-covariance optimization techniques are
proposed for the two-user SISO IC in [15] and for the K-user
multiple-input single-output (MISO) IC in [16], but they are
only valid for the single-antenna receiver case.

In this work we address the maximization of the WSR
in the general K-user MIMO IC and we focus on covering
a backwards compatibility-oriented scenario where different
types of linear and widely linear transmitters coexist. This
heterogeneous scenario is of relevance in legacy cellular net-
works (as 3GPP LTE-A [24]), where user terminals of different
releases coexist and different transmission modes (TM) can
be adopted at transmitters [29]. In the downlink transmission,
LTE-A considers different TM based on non-codebook-based
precoding at the base stations, which have been introduced in
different releases [29]: TM7 in release 8, TM8 in release 9,
TM9 in release 10, and TM10 in release 11. Therefore, the
heterogeneous transmitter scenario can appear in the downlink
due to the use of transmission modes of different releases.
In the uplink transmission, where transmitters are the user
terminals, the heterogeneous transmitter scenario naturally
arises due to the coexistence of user terminals from differ-
ent releases. To cover said situations, we assume that some
transmitters are constrained to employ conventional LP while
other transmitters can apply WLP. The scenario with mixed
transmitters is shown in Fig. 1. As an example, transmitter 2
(TX 2) is restricted to use LP and the remaining transmitters
can adopt WLP if required.

If all transmitters used WLP then the maximum WSR

problem could be addressed with the composite real formu-
lation and conventional schemes developed for the MIMO
IC could be applied. However, the backwards compatibility-
oriented scenario with mixed transmitters cannot be tackled in
a straightforward manner with the composite real formulation:
working with double-sized matrices and imposing particular
structures over transmit filters (which are needed for LP) en-
tails cumbersome formulation. On the contrary, the complex-
valued formulation allows facing the problem for transceiver
design with mixed (linear and widely linear) transmitters in a
unified and more candid way.

In [30] we used the complex-valued formulation to address
the minimization of the sum of MSEs in the K-user MIMO
IC with heterogeneous receivers. In this work, we use the
complex-valued formulation to face the maximization of the
WSR in the K-user MIMO IC with an heterogeneous deploy-
ment of transmitters and assuming optimal receivers.

The contributions of this work are:

• The relation between the mutual information and the
MSE matrices is derived when the transmitted signal and
the interference-plus-noise signal are improper Gaussian
distributed.

• The maximum WSR (maxWSR) problem for (widely)
linear transceiver design in the most general K-user
MIMO IC is formulated in such a way to cover a
backwards compatibility-oriented scenario.

• An equivalent minimum WMSE (minWMSE) problem is
proposed to solve the maxWSR problem thanks to the use
of the complex-valued channel model, and closed-form
expressions for mixed transceiver design are derived.

• An iterative algorithm with alternate optimization be-
tween (widely) linear transmit filters (WLP-LP), widely
linear receive filters (WLE), and weighting matrices is
presented. Convergence of the algorithm to a stationary
point of the maxWSR problem is demonstrated. Decen-
tralized implementations are described.

We show through simulations that the sum-rate is enhanced
with the proposed transceiver design (that includes transmit
coordination and improper Gaussian signaling) as compared
to interference coordination procedures with proper Gaussian
signaling. In this regard, simulation results allow identifying
the scenarios where the gains are largest.

Finally, it is not worth recalling that the proposed iterative
algorithm is not guaranteed to reach the global maximum WSR
solution, so the WSR maximization in the K-user MIMO IC
is still an open problem.

Organization: The rest of the paper is organized as follows.
In Section II the system model for the MIMO IC with hetero-
geneous transmitters is presented, the signal model using the
complex-valued channel model is detailed, and the maxWSR
problem for mixed transceiver design is formulated. In Section
III an equivalent minWMSE problem is proposed and closed-
form expressions for mixed transceiver design are derived.
Then, a centralized algorithm based on alternate optimization
is presented and decentralized implementations are detailed.
Section IV shows the simulation results. Finally, concluding
remarks are included in Section V.
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Fig. 1: K-user MIMO IC for a backwards compatibility-oriented scenario with mixed transmitters. Solid lines represent desired signals and dashed lines denote interfering signals.
In this particular scenario, TX 2 is restricted to employ LP while the other transmitters can adopt WLP if required.

Notation: In this paper, scalars are denoted by italic letters.
Boldface lower-case and upper-case letters denote vectors and
matrices, respectively. For given scalars a and b, min(a, b)
denotes the minimum between a and b, log2(a) refers to the
base-2 logarithm, ln(a) to the natural logarithm, and bac to
the floor operator. For a given function f , the derivative of f
with respect to a matrix A is referred to as df

dA . For a given
matrix A, AT , A∗, AH , and A−1 denote the transpose matrix,
the conjugate matrix, the hermitian matrix, and the inverse
matrix, respectively. The operators |A|, Tr(A), Ex [A], and
<{A} refer to the determinant, the trace, the expectation with
respect to variable x, and the real operator, respectively. Matrix
I refers to the identity matrix. {Ak} denotes the set of matrices
{A1,A2, . . . ,AK}. Cm×n denotes an m by n dimensional
complex space. The circularly symmetric complex normal
distribution is represented by CN (., .). For given sets A and
B, the intersection is denoted by A∩B and the union is given
by A ∪ B. ∅ refers to the empty set.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a MIMO IC composed of a set of K , {1, . . . ,K}
transmitter-receiver pairs, where each k-th transmitter is
equipped with Mk antennas and each k-th receiver has
Nk receive antenna elements (k = 1, . . . ,K). On a given
time/frequency resource, each k-th transmitter serves its as-
sociated k-th receiver and, therefore, interference is generated
among non-associated terminals, as shown in Fig. 1. Assume
an heterogeneous scenario of linear and widely linear trans-
mitters (for example, in Fig. 1 TX2 is restricted to use LP
while TX1 and TXK can adopt WLP). Define the set of WLP
transmitters as SWLP and the set of LP transmitters as SLP,
such that SWLP ∩ SLP = ∅ and SWLP ∪ SLP = K.

A. Signal model

Without loss of generality, we assume that each k-th trans-
mitter intends to send a proper Gaussian information-bearing
signal with unitary power towards its intended k-th receiver,
i.e. bk ∈ Cmk×1 ∼ CN (0, I), where mk = min(Nk,Mk)

denotes the maximum number of streams towards the k-
th receiver. Unlike conventional transmit linear processing
where the transmitted signal is assumed to be proper Gaussian
distributed (i.e. xk ∈ CMk×1 ∼ CN (0,Cxk), being Cxk the
covariance matrix of the transmitted signal), in this paper
the general improper Gaussian signaling is used. Hence, the
second order statistics of the transmitted signal xk are not only
given by the covariance matrix Cxk but also by the pseudo-
covariance matrix C̃xk [20].

Any improper Gaussian signal xk can be generated from a
proper Gaussian information-bearing signal bk by using WLP
(see [15, Sect. II.C]). We assume that legacy transmitters (i.e.
k∈SLP) will use the conventional LP scheme. Therefore, the
transmitted signal at the k-th transmitter is given by:

xk =

{
T1,kbk + T2,kb∗k if k ∈ SWLP

T1,kbk if k ∈ SLP (1)

where matrices T1,k and T2,k ∈ CMk×mk are the transmit
linear precoders for the information-bearing signal bk and its
complex conjugate b∗k, respectively. This way, the covariance
matrix Cxk and the pseudo-covariance matrix C̃xk of the
transmitted signal xk in (1) result [20]:

Cxk= Ebk
{xkxHk } = T1,kTH1,k + T2,kTH2,k (2)

C̃xk= Ebk
{xkxTk } = T1,kTT2,k + T2,kTT1,k . (3)

The conventional LP scheme is a special case of WLP in which
T2,k = 0 in (1), such that xk is a proper Gaussian signal (i.e.
C̃xk = 0 in (3)). The power radiated by the k-th transmitter is
given by Tr(Cxk) = Tr(T1,kTH1,k + T2,kTH2,k).

Assuming narrow-band transmissions, the equivalent base-
band signal observed at the k-th receiver is expressed as:

yk = Hkkxk + ik = Hkkxk +
∑

j∈K,j 6=i

Hkjxj + nk (4)

where Hkj ∈ CNk×Mj denotes the MIMO channel matrix
between the j-th transmitter and the k-th receiver (containing
the complex-valued channel gains of the different antenna-
pairs) and ik ∈ CNk×1 refers to the received interference-plus-
noise at the k-th receiver. ik is composed by an interference
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component plus circularly symmetric complex (i.e. proper)
Gaussian noise with distribution nk ∼ CN (0,Σk). Hence,
under the independence assumption of {bk} = {b1, . . . ,bK}
and nk, the covariance matrix Cyk and the pseudo-covariance
matrix C̃yk of the received signal yk in (4) are:

Cyk = E{bk},nk
{ykyHk } = HkkCxkHH

kk + Cik (5)

Cik =
∑

j∈K,j 6=i

HkjCxj HH
kj +Σk

C̃yk = E{bk},nk
{ykyTk } = HkkC̃xkHT

kk + C̃ik (6)

C̃ik =
∑

j∈K,j 6=i

HkjC̃xj HT
kj

where Cik and C̃ik denote the covariance matrix and the
pseudo-covariance matrix of the received interference-plus-
noise signal ik in (4), respectively.

B. Widely linear estimation receivers

In order to access the information contained in the received
signal yk in (4), WLE should be applied at the receiver [20].
Therefore, the information-bearing signal bk is estimated at
the receiver side according to:

b̂k = RH1,kyk + RH2,ky∗k (7)

where R1,k and R2,k ∈ CNk×mk are the linear receive filters.
The MSE for the symbols transmitted towards the k-th

receiver can be expressed through the so-called MSE-matrix
Ek = E{bk},nk

{ekeHk }, where ek = bk − b̂k. As the different
information-bearing signals {bk} correspond to independent
and proper Gaussian random vectors (and hence uncorrelated),
the MSE-matrix can be developed in terms of the transmit and
receive filters in (1) and (7) as:

Ek =I−RH1,kHkkT1,k−TH1,kHH
kkR1,k−RH2,kH∗kkT∗2,k

−TT2,kHT
kkR2,k+RH1,kCykR1,k+RH2,kC∗ykR2,k

+RH1,kC̃ykR2,k+RH2,kC̃
∗
ykR1,k . (8)

Further, an additional matrix is of relevance when working
with WLE receivers, which we call the pseudo-MSE-matrix.
The pseudo-MSE-matrix is defined as Ẽk = E{bk},nk

{ekeTk },
where ek = bk − b̂k. Similarly as for the MSE-matrix in (8),
we can develop Ẽk as a function of the transmit and receive
filters in (1) and (7):

Ẽk =−RH1,kHkkT2,k−TH1,kHH
kkR∗2,k−RH2,kH∗kkT∗1,k

−TT2,kHT
kkR∗1,k+RH1,kC̃ykR∗1,k+RH2,kC̃

∗
ykR∗2,k

+RH1,kCykR∗2,k+RH2,kCHykR∗1,k . (9)

Fixed all the transmit filters, {T1,k,T2,k}, the optimal widely
linear receive filters for the k-th receiver are well known in
the literature. They are obtained from the minimization of the
MSE [20], i.e. Tr(Ek), and are given by:

R1,k = Q−1yk (HkkT1,k−C̃ykC−∗yk H∗kkT∗2,k) (10)

R2,k = Q−1yk (H∗kkT∗2,k−C̃
∗
ykC−1yk HkkT1,k) (11)

where Qyk = Cyk−C̃ykC−∗yk C̃
∗
yk .

Under the assumption that interference is treated as Gaus-
sian noise, the achievable rate for the k-th receiver is given
by [15]:

Rk = log2

∣∣Cyk

∣∣
|Cik |

+ 1
2 log2

∣∣∣I−C−1yk C̃ykC−Tyk C̃
H

yk

∣∣∣∣∣∣I−C−1ik C̃ikC−Tik C̃
H

ik

∣∣∣ . (12)

Further, it is shown in [28] that the achievable rate Rk in (12)
is related to the MSE-matrix Ek in (8) and to the pseudo-
MSE-matrix Ẽk in (9) through:

Rk = maximize
R1,k,R2,k

− 1
2 log2 |EkF∗k| (13)

where

Fk = Ek − ẼkE−∗k Ẽ
∗
k . (14)

The optimal receive filters R1,k, R2,k maximizing the expres-
sion in (13) are those in (10)-(11), which can be demonstrated
either by using the composite real formulation [20][28] or by
plugging the optimal structures of R1,k, R1,k in (10)-(11) into
Ek in (8) and Ẽk in (9). Therefore, the receive filters in (10)-
(11) preserve the achievable rate in (12).

C. Problem formulation

When adopting a maximum weighted sum-rate (maxWSR)
criterion, the problem of interest is to find (widely) linear
transmit filters (or precoders) such that the WSR is maximized
while the power budget of each transmitter is respected. Hence,
(widely) linear transmit filters {T1,k}, {T2,k} are obtained as
the solution to the following maxWSR problem:

(P0) : maximize
{T1,k},{T2,k}

∑
k∈K

µkRk (15)

subject to
{
Tr(T1,kTH1,k + T2,kTH2,k) ≤ Pmax

k ∀k
T2,k = 0 ∀k∈SLP

where µk is a weighting coefficient associated to the priority
of the k-th receiver (thus controlling the quality-of-service of
each receiver), Rk is the achievable rate for the k-th receiver
given in (12), and Pmax

k is the maximum power available
at the k-th transmitter. The design of the parameter µk is
not addressed in the paper, but in Section IV-D we analyze
an alternative design that allows guaranteeing fairness in the
system. The second constraint in (15) imposes T2,k = 0 for
those transmitters that are restricted to use LP (i.e. k∈SLP).
Due to interference, maxWSR problem (P0) in (15) is not
convex on {T1,k}, {T2,k} (either jointly or separately), so the
optimal solution cannot be guaranteed.

By using the relation among the achievable rate and the
MSE-matrices in (13), the maxWSR problem (P0) in (15) can
be equivalently written as follows [4, Sect. II.B]:

(P̂0) : minimize
{T1,k},{T2,k}
{R1,k},{R2,k}

∑
k∈K

µk

2 log2
∣∣EkF∗k

∣∣ (16)

subject to
{
Tr(T1,kTH1,k + T2,kTH2,k) ≤ Pmax

k ∀k
T2,k = 0 ∀k∈SLP

But, again due to interference, the maxWSR problem (P̂0) in
(16) is not convex on {T1,k}, {T2,k}, {R1,k}, {R2,k}.



IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. XX, NO. XX, MONTH 2015 5

(P1) : minimize
{T1,k},{T2,k}
{R1,k},{R2,k}
{W1,k},{W2,k}

∑
k∈K

(
1
2 Tr

(
W1,kEk+W∗1,kE∗k+W∗2,kẼk+W2,kẼ

∗
k

)
−µk

2 log2

∣∣∣ ln(2)µk
Wk

∣∣∣ ) (17)

subject to
{
Tr(T1,kTH1,k+T2,kTH2,k) ≤ Pmax

k ∀k
T2,k = 0 ∀k∈SLP

The equivalence among the maxWSR problems (P0) in (15)
and (P̂0) in (16) is in the sense that the global optimal solution
{T?1,k,T?2,k} for the two problems is identical. Further, if
{T?1,k,T?2,k,R?1,k,R?2,k} is a stationary point of (P̂0) then
{T?1,k,T?2,k} is a stationary point of (P0) (and the converse).

III. EQUIVALENT WMSE FORMULATION

In this section we propose an equivalent minimum weighted
mean square error (minWMSE) problem that will allow tack-
ling the maxWSR problem (P̂0) presented in (16) for the case
of improper Gaussian signaling with mixed transceivers.

Let us introduce auxiliary weighting matrices W1,k and
W2,k for the k-th receiver, being W1,k an hermitian positive
semidefinite matrix and W2,k a symmetric matrix. Then,
the following result establishes the equivalence between the
maxWSR problem (P̂0) in (16) and the minWMSE problem
(P1) proposed in (17).

Theorem 1: The maxWSR problem (P̂0) in (16) is equiva-
lent to the minWMSE problem (P1) shown in (17) at the top
of the page, where Ek and Ẽk correspond to the MSE-matrix
and the pseudo-MSE-matrix for the k-th receiver detailed in
(8) and (9), respectively, and Wk is a block matrix given by:

Wk =

[
W1,k W2,k

W∗2,k W∗1,k

]
(18)

which is hermitian positive semidefinite by construction.
The equivalence among the maxWSR problem (P̂0) in

(16) and the minWMSE problem (P1) in (17) is in the sense
that the global optimal solution {T?1,k,T?2,k,R?1,k,R?2,k}
for the two problems is identical. Furthermore, if
{T?1,k,T?2,k,R?1,k,R?2,k,W?

1,k,W
?
2,k} is a stationary point

of (P1) then {T?1,k,T?2,k,R?1,k,R?2,k} is a stationary point
of (P̂0) (and the converse), as they satisfy the first-order
optimality conditions of both problems.

Proof: See Appendix A.
The advantage of (P1) in (17) as compared to (P0) in (15)

and (P̂0) in (16) is that it is convex on each set of variables
separately (i.e. it is convex on {T1,k} given {T2,k}, {R1,k},
{R2,k}, {W1,k}, and {W2,k}, and so on). This property
suggests that a block coordinate descent (BCD) method [31]
could be used to find a stationary point to (P1) in (17).

Let us emphasize that problem (P1) in (17) is also valid
to cover the minimization of the sum of MSE in the K-user
MIMO IC if we set W2,k = 0 and W1,k = I, ∀k, such that the
objective function in (17) simply results:

∑
k∈K Tr (Ek). In

this case, the use of heterogeneous (linear and widely linear)
receivers could be included into the problem formulation, see
[30], as the use of LE or WLE affects the MSE but might not
impact on the maximum achievable rate.

A. Alternate optimization

In this section we exploit the convex properties of the
minWMSE problem (P1) in (17) so as to find a stationary
point solution. First, by checking the first-order optimality
conditions of (P1) in (17) and manipulating the obtained equal-
ities, we derive analytical expressions for each paired-set of
variables (i.e. {R1,k,R2,k}, {W1,k,W2,k}, and {T1,k,T2,k})
assuming that the remaining paired-sets are fixed. The results
are given in the following propositions. Then, in Section III-B
we propose an algorithm based on the BCD method with
alternate optimization among the paired-sets of variables that
is shown to reach a stationary point to (P1) in (17).

The optimal widely linear receive filters {R1,k,R2,k} to
the maxWSR problem (P̂0) in (16) for given transmit filters
{T1,k,T2,k} are those in (10)-(11), as the objective function
can be uncoupled for each receiver when considering the
variables {R1,k,R2,k} and the receive filters in (10)-(11) are
known to preserve the achievable rate (see (13)). Accordingly,
{R1,k,R2,k} in (10)-(11) are the optimal widely linear receive
filters to the minWMSE problem (P̂1) in (17) for given trans-
mit filters {T1,k,T2,k} and weighting matrices {W1,k,W2,k}.

The result for the optimal weighting matrices {W1,k,W2,k}
when {T1,k,T2,k} and {R1,k,R2,k} are fixed is detailed in the
following proposition.

Proposition 1: For given transmit filters {T1,k,T2,k} and
receive filters {R1,k,R2,k}, the optimal weighting matrices
{W1,k,W2,k} to the minWMSE problem (P1) in (17) are:

W1,k = µk

ln(2)F−1k (19)

W2,k = − µk

ln(2)E−1k ẼkF−∗k (20)

where Fk is the one defined in (14).
Proof: See Appendix A.

In order to compact the (widely) linear transmit filter design,
let us define the following matrices:

Ak = HH
kk(R1,kW1,kRH1,k+R∗2,kW∗1,kRT2,k)Hkk+Υk (21)

Υk =

K∑
j=1,j 6=k

HH
jk(R1,jW1,jRH1,j+R∗2,jW

∗
1,jR

T
2,j)Hjk (22)

Bk = HH
kk(R1,kW1,kRH2,k+R∗2,kW∗1,kRT1,k)H

∗
kk+Γk (23)

Γk =

K∑
j=1,j 6=k

HH
jk(R1,jW1,jRH2,j+R∗2,jW

∗
1,jR

T
1,j)H

∗
jk (24)

Ck = HH
kk(R1,kW2,kRT2,k+R∗2,kW∗2,kRH1,k)Hkk+Φk (25)

Φk =

K∑
j=1,j 6=k

HH
jk(R1,jW2,jRT2,j+R∗2,jW

∗
2,jR

H
1,j)Hjk (26)
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T1,k =

{
G−1k

(
HH
kkR1,kW1,k+HH

kkR∗2,kW∗2,k − Jk(HT
kkR2,kW1,k+HT

kkR∗1,kW∗2,k)
)
∀k∈SWLP

(Ak+Ck+λkI)−1
(
HH
kkR1,kW1,k+HH

kkR∗2,kW∗2,k
)

∀k∈SLP (29)

T2,k =

{
G−1k

(
HH
kkR∗2,kW∗1,k+HH

kkR1,kW2,k − Jk(HT
kkR∗1,kW∗1,k+HT

kkR2,kW2,k)
)
∀k∈SWLP

0 ∀k∈SLP (30)

Dk = HH
kk(R1,kW2,kRT1,k+R∗2,kW∗2,kRH2,k)H

∗
kk+Ψk (27)

Ψk =

K∑
j=1,j 6=k

HH
jk(R1,jW2,jRT1,j+R∗2,jW

∗
2,jR

H
2,j)H

∗
jk. (28)

The optimal (widely) linear transmit filters {T1,k,T2,k}
for fixed {R1,k,R2,k} and {W1,k,W2,k} are detailed in the
following proposition.

Proposition 2: For given receive filters {R1,k,R2,k} and
weighting matrices {W1,k,W2,k}, the optimal transmit filters
{T1,k,T2,k} to the minWMSE problem (P1) in (17) are given
by equations (29) and (30) at the top of the page, where:

Gk =Ak+Ck+λkI
−(Bk+Dk)(Ak+Ck+λkI)−∗(B∗k+D∗k) (31)

Jk =(Bk+Dk)(Ak+Ck+λkI)−∗ (32)

and λk is a non-negative dual variable associated to the k-
th transmit power constraint in (17). Since (Ak+Ck+λkI) is
a full rank matrix, it can be proven by means of the Schur
complement property [32] that the inverse of Gk in (31) exists.

Proof: See Appendix B.

B. Algorithm

In order to solve (P1) in (17) we use the block coordinate
descent (BCD) method [31] with alternate optimization among
the three different paired-sets of variables (i.e. {R1,k,R2,k},
{W1,k,W2,k}, and {T1,k,T2,k}). The alternate optimization
is detailed in Algorithm 1. By departing from an initialization
of the (widely) linear transmit filters that satisfies the per-
transmitter power constraints in (17), then we alternatively
update: i) receive filters {R1,k,R2,k} using (10)-(11), ii)
weighting matrices {W1,k,W2,k} using (19)-(20), and iii)
transmit filters {T1,k,T2,k} using (29)-(30). The procedure is
iterated until a stop condition (e.g. convergence is achieved,
tolerance criterion is met, or maximum number of iterations
is reached).

Algorithm 1 Mixed transceiver design to solve minWMSE
problem (P1) in (17)

1: initialize: {T1,k,T2,k}, ∀k
2: iterate:
3: - Compute {R1,k,R2,k}, ∀k, in (10)-(11) given {T1,k,T2,k}.
4: - Compute {W1,k,W2,k}, ∀k, in (19)-(20) given {T1,k,T2,k},
{R1,k,R2,k}.

5: - Compute {T1,k,T2,k}, ∀k, in (29)-(30) given {R1,k,R2,k},
{W1,k,W2,k} (update λk through the bisection method [32] such
that Tr(T1,kTH

1,k+T2,kTH
2,k) ≤ Pmax

k )
6: until stop condition

Note that if all transmit filters were initialized with LP (i.e.
T2,k = 0, ∀k), then all receivers would get R2,k = 0 in (11)

since T2,k = 0 and C̃yk = 0, ∀k, and the proposed iterative
procedure would get stuck to a LP-LE scheme (i.e. proper-
based solution). A similar observation was found in [12] with
iterative algorithms for the MIMO BC: it was shown that
a WLP initialization was required to get an improper-based
solution. In Algorithm 1, so as to avoid getting stuck to a
proper-based solution, it is required that at least one transmitter
is initialized with WLP.

The procedure detailed in Algorithm 1 can be implemented
either in a centralized or decentralized manner. In the cen-
tralized implementation, a central processing node gathers all
the channel matrices in the system (i.e. Hkj ,∀k, ∀j) and then
performs the iterative procedure in Algorithm 1. After that,
transmitters are informed of the transmit filters to be used
and each receiver updates its receive filters based on the
received signal and an estimation of the equivalent channel
(as it is done in practical implementations [33][25]). On the
other hand, in the decentralized implementation, the alternate
optimization in Algorithm 1 is combined among transmitters
and receivers: receivers perform lines 3 and 4 (i.e. update
of receive filters and weighting matrices), while transmitters
execute line 5 (i.e. update of transmit filters). To carry out such
updates it is required that each k-th transmitter has available
the channel matrices towards all receivers in the network (i.e.
Hjk,∀j). Further, it is also required that each receiver has
an additional link to feedback the updated receive filters and
weighting matrices to all transmitters in the network at each
iteration (similar as in the linear transceiver case in [4]). In
order to avoid such large requirements for channel knowledge
and feedback links, in Section III-E we describe how the
minWMSE problem (P1) in (17) could be decomposed to
obtain alternative decentralized procedures.

If Algorithm 1 is implemented in a central processing
node, then LP transmitters do not need to be aware that
improper Gaussian signaling is being used in the network.
However, for decentralized implementations it is required that
LP transmitters know that WLE is being applied at receivers.

C. Convergence

The minWMSE problem (P1) in (17) is convex on each set
of variables separately and closed-form expressions have been
derived. This ensures that if we update the sets of variables
one-by-one then a monotonic reduction of the objective func-
tion of (P1) is obtained. Further, by checking the first-order
optimality conditions we have arrived to a unique optimal
solution for each paired-set of variables given the other two
paired-sets of variables (e.g. {T1,k,T2,k} given {R1,k,R2,k}
and {W1,k,W2,k}). This way, the two sets on each paired-set
can be updated simultaneously while maintaining the mono-
tonic reduction properties of the BCD method applied over the
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minWMSE problem (P1). Accordingly, with the alternating
minimization process in Algorithm 1, the objective function
of (P1) in (17) decreases monotonically at each iteration.

Theorem 2: Algorithm 1 converges to a stationary point of
the maxWSR problem (P0) in (15).

Proof: Due to the equivalent relationships among the
maxWSR problems (P0) in (15) and (P̂0) in (16), and among
the maxWSR problem (P̂0) in (16) and the minWMSE prob-
lem (P1) in (17), it is sufficient to show that Algorithm 1
converges to a stationary point of (P1). When we fix two of the
paired-sets of variables (e.g. {R1,k,R2,k} and {W1,k,W2,k}),
a unique optimal solution is obtained for the remaining paired-
set of variables (e.g. {T1,k,T2,k}). Accordingly, the alternate
optimization in Algorithm 1 ensures a monotonic reduction of
the objective function of (P1) at each iteration and, as the ob-
jective function is bounded by the optimal value, convergence
in terms of the objective function is achieved. Furthermore,
since (P1) has a differentiable objective function, the constraint
set is separable among the paired-sets of variables, and the
problem has a unique minimum point along any coordinate
direction, then it follows from general optimization theory (see
[34, Sect. 8.9]) that Algorithm I (that is based on the BCD
method) converges to a stationary point of (P1). Finally, due
to Theorem 1, the obtained solution is also a stationary point
of the maxWSR problem (P̂0) in (16) (and, equivalently, of
(P0) in (15)).

D. Complexity
The complexity of the proposed Algorithm 1 is related to the

number of iterations. Simulations show that around 15-20 iter-
ations are enough to reach a stationary point of the maxWSR
problem. However, the larger improvement is obtained in the
first iterations (see Section IV-A). For decentralized imple-
mentations, the number of iterations is relevant and should
be limited. In this case, Theorem 2 demonstrates that at each
iteration the objective function of (P1) in (17) is monotonically
reduced, which in the general case leads to an improvement of
the objective function of (P0) in (15) (although a monotonic
WSR improvement cannot be guaranteed). It is important to
recall that the proposed Algorithm 1 already outperforms the
conventional coordinated linear transceiver schemes with a low
number of iterations (e.g. 5, see Section IV-A).

At each iteration of Algorithm 1, three different updates are
performed (i.e. one update for each paired-set of variables).
For simplicity of the complexity analysis, let K be the total
number of transmit-receive pairs, let M , N denote the number
of antennas at each transmitter and receiver, respectively, and
let m be the number of streams per receiver. We assume that
all transceivers are widely linear to compute an upper bound
of the total complexity. For matrices X ∈ Ca×b, Y ∈ Cb×c,
Z ∈ Cd×d, the complexity of the product XY is O(abc), the
complexity of the sum X+X is O(ab), and the complexity of
the inverse Z−1 is O(d3) [35]. Then, the complexity at each
step in one iteration of Algorithm 1 is:
• updating the receive filters for all receivers (line 3):
O(K2MNm+K2N2m+KN3),

• updating the weighting matrices for all receivers (line 4):
O(KN2m+Km2N +Km3),

• updating the transmit filters for all receivers (line 5):
O(K2MNm+K2M2m+K2Mm2 +KM3).

If we use the upper bound m < M , the total complexity
per iteration of the proposed Algorithm 1 is upper bounded
by: O(K2M3 +K2M2N +K2N2M +KN3). The order of
complexity is the same as the one associated to the algorithm
proposed in [4] for the linear transceiver case.

E. Decentralized formulation

By taking into account the decompositions of matrices Ak
in (21), Bk in (23), Ck in (25), and Dk in (27), decentralized
approaches could be derived if each k-th transmitter had
knowledge of Υk in (22), Γk in (24), Φk in (26), and Ψk

in (28), Cik in (5), and C̃ik in (6). Υk, Γk, Φk, and Ψk are
the terms that require knowledge of information not available
either at the k-th transmitter or at the k-th receiver, while Cik
and C̃ik could be reported by the intended k-th receiver.

Proposition 3: The minWMSE problem (P1) in (17) can be
decomposed into K parallel optimization problems (one per
transmitter). The problem to be solved at the k-th transmitter
for a fixed Υk, Γk, Φk, Ψk, Cik , and C̃ik , is:

(Pk1 ) : minimize
T1,k,T2,k

R1,k,R2,k

W1,k,W2,k

fk+gk (33)

subject to
{
Tr(T1,kTH1,k+T2,kTH2,k) ≤ Pmax

k

T2,k = 0 ∀k∈SLP

where fk accounts for the impact over the intended receiver:

fk = 1
2 Tr

(
W1,kEk+W∗1,kE∗k+W∗2,kẼk+W2,kẼ

∗
k

)
−µk

2 log2

∣∣∣ ln(2)µk
Wk

∣∣∣ (34)

while gk reflects the impact over the unintended receivers:

gk =Tr
(
(Υk+Φk)(T1,kTH1,k+T2,kTH2,k)

)
+Tr

(
(Γk+Ψk)(T∗2,kTH1,k+T1,kTT2,k)

)
. (35)

Proof: The first-order optimality conditions of the min-
WMSE problem (P1) in (17) and the decomposed problem
(Pk1 ) in (33) are the same for a fixed Υk, Γk, Φk, Ψk, Cik ,
and C̃ik . See the conditions in Appendix A and B.

Problem (Pk1 ) in (33) is convex on each variable separately
and it leads to solutions in (10)-(11), (19)-(20), and (29)-(30).
Then, each k-th transmitter can solve problem (Pk1 ) in (33)
with alternate optimization between receive filters R1,k, R2,k,
weighting matrices W1,k, W2,k, and transmit filters T1,k, T2,k.

A possible mechanism to obtain the matrices Υk, Φk,
Γk, and Ψk (also called the interference-cost and pseudo-
interference cost matrices [30]) is by exchanging control-
plane messages among transmitters, as Υk, Φk, Γk, and Ψk

can be seen as the sum of information from neighboring
transmitters. See details for the linear transceiver case in
[36]. However, such approach requires knowledge of all the
interfering channel matrices to compute Υk, Φk, Γk, and Ψk.

An alternative procedure to obtain matrices Υk, Φk, Γk,
and Ψk is by exploiting uplink-downlink (UL-DL) propaga-
tion channel reciprocity, as is done in the proper signaling-
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based procedure in [6]. In that case, if we focus on DL in-
terference coordination, matrices Υk, Γk, Φk, and Ψk, could
be obtained from a UL pilot-based transmission provided that
receivers use a specific pilot precoder for UL transmission
that should be a function of the DL receive filters. By doing
so, estimation of the interfering channels is not required and
information exchange among transmitters is avoided. We omit
the signal model here due to space limit. See more details for
the linear transceiver case in [6][37], and for the widely linear
transceiver case with minimum MSE criterion in [30].

F. Multi-user MIMO extension

The minWMSE problem (P1) in (17) (as well as its decom-
posed problem (Pk1 ) in (33)) can easily be extended to the case
in which each transmitter serves multiple receivers simultane-
ously on the same time/frequency resource (multi-user MIMO
systems). In this case, the power constraint associated to each
transmitter couples the design of the (widely) linear transmit
filters to be used to serve the associated receivers, but the
solution can be derived by following the approach in Section
III. See extension in [6] for the linear transceiver case.

IV. EVALUATIONS

In this section we evaluate through Montecarlo simulations
the performance of the proposed Algorithm 1 in Section III.
The procedure is compared to the one in [4] that uses linear
transceivers and proper Gaussian signaling (i.e. LP-LE).

A MIMO IC composed of K transmitter-receiver pairs is
considered. Channels are modeled through a Rayleigh distribu-
tion: Hkk ∼ CN (0, I),∀k, Hkj ∼ CN (0, ηI),∀j 6= k, where
factor 0 < η ≤ 1 models the relative average interference
strength. The noise is assumed to be white proper Gaussian,
i.e. nk ∼ CN (0, σ2I), ∀k. All transmitters are assumed to have
the same available power Pk = P , ∀k, such that the signal-
to-noise ratio is defined by SNR= P/σ2. All transmitters (or
receivers) are assumed to have the same number of antennas,
which is denoted by M (or N ). Antenna configurations are de-
picted in figures as M ×N . 500 different channel realizations
are averaged.

The following techniques are evaluated:
• LP-LE: interference coordination technique proposed in

[4] with linear transceivers (LP-LE).
• LP-LE IW: iterative water-filling (IW) algorithm [38]

with linear transceivers (LP-LE). It is equivalent to iter-
atively solve (Pk1 ) in (33) at each k-th transmitter with
gk = 0 (i.e. no coordination) and LP-LE.

• WLP-WLE: interference coordination technique pro-
posed in this work with widely linear transceivers (WLP-
WLE). It is equivalent to use the composite real formu-
lation and the technique proposed in [4].

• WLP-WLE IW: IW algorithm with widely linear
transceivers (WLP-WLE). It is equivalent to iteratively
solve (Pk1 ) in (33) at each k-th transmitter with gk = 0
(i.e. no coordination) and WLP-WLE.

• HetTX(l)-WLE: interference coordination technique pro-
posed in this work for a scenario of heterogeneous
transmitters, whereby blc transmitters employ LP while
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Fig. 2: Sum-rate (in bits/s/Hz) vs. iteration number in a random channel realization of
the K-user MIMO IC. K = 5, SNR=10dB, η = 1. Antenna configuration: 2× 2 and

1× 1.

the remaining K − blc transmitters can adopt WLP. l=1
and l = K/2 are used for simulations.

The number of iterations of all algorithms is set to 50, and
the best result among 3 random transmit initializations is used.
For the improper-based optimizations, a WLP initialization is
required at least in some transmitters (i.e. random {T1,k,T2,k}
such that the power budget at each k-th transmitter is re-
spected), otherwise the proposed procedure would lead to
a proper Gaussian signaling solution (see discussion about
initialization in Section III-B).

The performance indicator is the sum of achievable rates
measured in bits/s/Hz. µk = 1 is used in (15), ∀k, except for
Section IV-D.

In Section IV-A we show the convergence of Algorithm 1.
The sum-rate performance is evaluated in Section IV-B for
different antenna configurations when varying the number of
transmitter-receiver pairs (K) and the interference strength
(η). In Section IV-C, the proposed technique is compared
with interference alignment schemes at different SNR regimes.
Finally, in Section IV-D, a slightly modified version of Algo-
rithm 1 is presented so as to guarantee fairness in the system,
and the achieved performance is shown both in terms of sum-
rate and 5%-tile rate.

A. Convergence

In this section we verify the convergence of the proposed
Algorithm 1 for mixed transceiver design. The performance
is compared to the one obtained for the linear transceiver
case (i.e. LP-LE) in [4]. Fig. 2 shows the sum-rate versus
the iteration number for a specific channel realization with
antenna configurations 2 × 2 and 1 × 1, K = 5, SNR=10dB,
and η = 1. Convergence in terms of sum-rate is observed.
Further, monotonic convergence is obtained in this channel
realization. Note that monotonic convergence is guaranteed in
terms of the objective function of problem (P1) in (17) but not
necessarily in terms of sum-rate, although this is also often the
case. The convergence speed is a bit slower for ’WLP-WLE’
and ’HetTX-WLE’ as compared to ’LP-LE’, although it varies
depending on the individual channel realizations.
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Fig. 3: Sum-rate (in bits/s/Hz) vs. K for the K-user MIMO IC. SNR=10dB, η = 1.
Antenna configuration: (a) 1× 1, (b) 2× 2, (c) 4× 4.

B. Impact of antenna configuration and interference strength

In this section we evaluate the performance of the proposed
Algorithm 1 for different antenna configurations (M × N ),
different K values, and different η values. SNR=10dB is used.

Figure 3 displays the sum-rate versus K for SNR=10dB,
η = 1, and different antenna configurations: Fig. 3.(a) for
1 × 1, Fig. 3.(b) for 2 × 2, and Fig. 3.(c) for 4 × 4. As it
is expected, the sum-rate is increased as K increases when
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Fig. 4: Sum-rate (in bits/s/Hz) vs. η (interference strength) for the K-user MIMO IC.
K = 5, SNR=10dB. Antenna configuration: (a) 1× 1, (b) 2× 2.

transmit coordination is implemented. However, for the cases
in which transmit coordination is not used (i.e. IW solutions)
the tendency is on the contrary because all transmitters use
the maximum transmit power, such that increasing K implies
a significant increase of the interference in the network and,
consequently, a degradation of the system performance.

Figure 4 depicts the sum-rate versus η for K = 5,
SNR=10dB, and different antenna configurations: Fig. 4.(a)
for 1× 1, and Fig. 4.(b) for 2× 2.

From Fig. 3 and Fig. 4 several conclusions can be extracted:

• Proper (LP-LE) vs. improper (WLP-WLE): In all cases
it can be observed that ’WLP-WLE IW’ outperforms
’LP-LE IW’. Also ’WLP-WLE’ and ’HetTX-WLE’ out-
perform ’LP-LE’, as the proper-based optimization is a
special case of the improper-based optimization (but not
the other way round).

• IW vs. interference coordination: The sum-rate gain ob-
tained with interference coordination techniques is sig-
nificant for all antenna configurations, all numbers of
interfering transmitters, and all interference levels.

• Number of transmitter-receiver pairs (K): The sum-rate
increment provided by the use of improper Gaussian
signaling is larger as K increases due to the fact that
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the interference to be managed is stronger, see Fig. 3.
The K value where the gains start to appear depends on
the antenna configuration, as detailed in next bullet.

• Antenna configuration (M × N ): The sum-rate gain
obtained with the use of improper Gaussian signaling
is larger for the 1 × 1 and 2 × 2 cases rather than for
the 4 × 4 case, because the use of improper Gaussian
signaling provides flexibility by splitting one dimension
into two halves. This is more useful when the number of
transmit/receive antennas is low compared to the number
of users. Otherwise, by adding antennas, extra dimensions
are already added to the system. For that reason, the
gains of interference coordination and improper Gaussian
signaling are appreciable for K ≥ 4 in the 2×2 case and
for K ≥ 8 in the 4× 4 case, while in the 1× 1 case they
are substantial for K ≥ 2 (i.e. even for a scenario with a
single interferer), see Fig. 3.

• Interference strength (η): The sum-rate gain provided by
improper Gaussian signaling is larger as the interference
level increases (i.e. for larger η), see Fig. 4.

• Heterogeneous scenarios: The sum-rate gains of improper
Gaussian signaling in heterogeneous scenarios are not
proportional to the number of widely linear transmitters
in the network. The largest gains are obtained when
most of the transmitters are widely linear (i.e. lower l
in ’HetTX(l)-WLE’).

C. Performance versus SNR and comparison with IA

In this section we evaluate the performance of the proposed
Algorithm 1 at different SNR regimes. We compare the
proposed technique with two algorithms based on interference
alignment (IA) that are presented in [39]:
• IA: distributed iterative IA algorithm in [39].
• Max SINR: distributed Max-SINR algorithm in [39].

These two algorithms are optimal in terms of defrees of
freedom (DoF) (i.e. slope of the sum-rate at the high SNR
regime) for the MIMO IC with K = 3 users and 2×2 antenna
configuration, but not for other configurations.

Figure 5 shows the sum-rate versus SNR for η = 1, 2 × 2
antenna configuration, and different K values: Fig. 5.(a) for
K = 3, and Fig. 5.(b) for K = 5.

For K = 3 and M = N = 2, ’IA’ and ’Max SINR’
algorithms attain the optimal DoF (i.e. 3 DoF), as shown in
Fig. 5.(a). In contrast, the proposed scheme attains only 2 DoF
but it is able to provide significant sum-rate values at low-
medium SNR regimes. For K = 5 and M = N = 2, ’Max
SINR’ and ’IA’ algorithms tend to become saturated in terms
of sum-rate (thus 0 DoF), see Fig. 5.(b), while the proposed
technique is able to get 2.2 DoF.

Many of the existing schemes for IA with improper Gaus-
sian signaling are only valid for specific antenna configurations
and number of users. On the contrary, the proposed scheme
can be applied in all possible antenna/users configurations and
still get some positive DoF.

For K = 5, we can conclude that the gains of improper
Gaussian signaling are appreciable for all SNR regimes.
K = 3 has been used for comparison with the IA algorithms,
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Fig. 5: Sum-rate (in bits/s/Hz) vs. SNR (in dB) for the K-user MIMO IC. η = 1,
2× 2. K value: (a) K = 3, (b) K = 5.

but it was already shown in Fig. 3.(b) that in the 2 × 2 case
we should use K ≥ 4 to get appreciable gains with improper
Gaussian signaling over ’LP-LE’.

D. Performance with fairness utility

In this section we evaluate the performance of a slightly
modified version of the proposed Algorithm 1. In [4] it is
shown that general utility functions can be accommodated in
the WMSE problem formulation and only the design of the
weighting matrices turns out to be affected. For example, in
the linear transceiver design case, if a proportional fair utility
function is adopted then the weighting matrices should be
updated as: W1,k=

1
Rk ln(2)E−1k (see [4]). Similarly, in order

to guarantee fairness in the system with mixed transceivers,
we update the weighting matrices in Algorithm 1 as:

W1,k = 1
Rk ln(2)F−1k (36)

W2,k = − 1
Rk ln(2)E−1k ẼkF−∗k (37)

being Rk the achievable rate obtained in the previous iteration.
Figure 6 shows the performance in terms of sum-rate and

5%-tile rate versus K for SNR=10dB, η = 1, and antenna
configuration 2× 2. It can be observed that ’WLP-WLE’ and
’HetTX-WLE’ techniques allow increasing the system fairness
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Fig. 6: Performance vs. K for the K-user MIMO IC. SNR=10dB, η = 1, 2× 2.
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(as shown in terms of the 5%-tile rate in Fig. 6.(b)) while large
gains in terms of sum-rate are still obtained (see Fig. 6.(a)).

V. CONCLUSIONS

In this article, transceiver design with improper Gaussian
signaling for weighted sum-rate maximization in the K-user
MIMO interference channel has been investigated. Maximiza-
tion of the WSR is formulated using the complex-valued chan-
nel model, which allows covering a scenario where different
types of transmitters (linear and widely linear) coexist. The
initial maxWSR problem is solved through the minimization of
an equivalent WMSE problem and closed-form expressions for
mixed transceiver design are derived. In this regard, an iterative
algorithm is presented which allows reaching a stationary point
of the maxWSR problem. The proposed transceiver design
(including transmit coordination and the use of improper
Gaussian signaling) provides gains in terms of sum-rate as
compared to conventional transmit coordination techniques
with proper Gaussian signaling. The largest gains are observed
in the following situations: 1) when the level of interference
is high (either due to a small number of strong interferers or
owing to multiple interfering nodes), or 2) when the number
of transmit/receive antennas is low. If the interference level

is not significant or new dimensions are provided by adding
multiple antennas at transmitters and receivers, the proposed
coordinated transceiver scheme leads to a proper Gaussian
signaling solution.
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APPENDIX A
PROOF OF THEOREM 1

The equivalence of the minWMSE problem (P1) in (17) and
the maxWSR problem (P̂0) in (16) is shown in the following
by deriving the optimal weighting matrices {W1,k}, {W2,k},
for (P1), plugging them into the objective function of (P1),
and then showing that the resulting optimization problem is
exactly (P̂0).

The Lagrangian function (L) [32] of the minWMSE prob-
lem (P1) in (17) is given by:

L =
∑
k∈K

(
1
2 Tr

(
W1,kEk+W∗1,kE∗k+W∗2,kẼk+W2,kẼ

∗
k

)
−µk

2 log2

∣∣∣ ln(2)µk
Wk

∣∣∣ )
+
∑
k∈K

λk
(
Tr(T1,kTH1,k + T2,kTH2,k)− Pmax

k

)
(38)

where λk denotes the non-negative dual variable associated
to the k-th transmit power constraint in (17). Recall that
the determinant of ln(2)

µk
Wk in (38) (through the use of the

structure in (18)) is given by:∣∣∣ ln(2)µk
Wk

∣∣∣ = ∣∣∣ ln(2)µk
W1,k

∣∣∣ ∣∣∣ ln(2)µk

(
W∗1,k −W∗2,kW−11,kW2,k

)∣∣∣(39)

The first-order optimality conditions for W1,k and W2,k

lead to:
dL

dW∗1,k
= 1

2E∗k −
µk

2 ln(2)

(
W∗1,k−W∗2,kW−11,kW2,k

)−1
=0 (40)

dL
dW∗2,k

= 1
2 Ẽk

+ µk

2 ln(2)W−11,kW2,k

(
W∗1,k−W∗2,kW−11,kW2,k

)−1
=0 (41)

By identifying the expression in (40) inside (41) we have
the following relation: Ẽk = −W−11,kW2,kE∗k, such that:
W2,k = −W1,kẼkE−∗k . Then, by including such relation into
(40) we obtain a closed-form expression for W1,k as a function
of {T1,k,T2,k}, {R1,k,R2,k}. Similarly, by including W1,k =

−W2,kE∗kẼ
−1
k into (40) we obtain a closed-form expression

for W2,k as a function of {T1,k,T2,k}, {R1,k,R2,k}. The
optimal structures for W1,k and W2,k given all {T1,k,T2,k},
{R1,k,R2,k} are:

W1,k = µk

ln(2) (Fk)
−1 (42)

W2,k = − µk

ln(2)E−1k ẼkF−∗k (43)

where Fk = Ek−ẼkE−∗k Ẽ
∗
k.
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Finally, by plugging the optimal W1,k and W2,k in (42)-
(43), ∀k, into the minWMSE problem (P1) in (17), and
using the determinant relation in (39) and the matrix inver-
sion lemma, we have the following equivalent optimization
problem:

minimize
{T1,k,T2,k}
{R1,k,R2,k}

∑
k∈K

µk

2 log2 |EkF∗k| (44)

subject to
{
Tr(T1,kTH1,k+T2,kTH2,k) ≤ Pmax

k ∀k
T2,k = 0 ∀k∈SLP

which is equal to (P̂0) in (16) and completes the proof.
This means that (P̂0) in (16) and (P1) in (17) have the
same global optimal solution {T?1,k,T?2,k,R?1,k,R?2,k}. Fur-
ther, if {T?1,k,T?2,k,R?1,k,R?2,k,W?

1,k,W
?
2,k} is a stationary

point of (P1) then {T?1,k,T?2,k,R?1,k,R?2,k} is a stationary
point of (P̂0) as they satisfy the first-order optimality con-
ditions of both problems. The converse also holds (i.e. if
{T?1,k,T?2,k,R?1,k,R?2,k} is a stationary point of (P̂0) then
{T?1,k,T?2,k,R?1,k,R?2,k,W?

1,k,W
?
2,k} is a stationary point of

(P1)), being {W?
1,k,W

?
2,k} the ones in (42)-(43), because

for given {T?1,k,T?2,k,R?1,k,R?2,k} then the optimal weighting
matrices {W?

1,k,W
?
2,k} are those in (42)-(43).

To give more details about how we arrive at (44), let
us show it for a specific receiver. First, by using the ma-
trix inversion lemma, it can be shown that when includ-
ing the structures of W1,k and W2,k in (42)-(43) into
1
2 Tr

(
W1,kEk+W∗1,kE∗k+W∗2,kẼk+W2,kẼ

∗
k

)
in (17), then this

term is a constant and can be taken out of the optimization.
So let us focus on developing the term −µk

2 log2

∣∣∣ ln(2)µk
Wk

∣∣∣ in
(17) with the structures of W1,k and W2,k in (42)-(43). By
using the determinant relation in (39) we have:

−µk

2 log2

∣∣∣ ln(2)µk
Wk

∣∣∣
= −µk

2 log2

∣∣∣F−1k (F−∗k − E−∗k Ẽ
∗
kE−1k ẼkF−∗k

)∣∣∣
= −µk

2 log2

∣∣∣F−1k E−∗k
(
E∗k − Ẽ

∗
kE−1k Ẽk

)
F−∗k

∣∣∣
= −µk

2 log2
∣∣F−1k E−∗k

∣∣ = −µk

2 log2
∣∣F−∗k E−1k

∣∣
= µk

2 log2 |EkF∗k| (45)

such that the expression in (44) is obtained.

APPENDIX B
PROOF OF PROPOSITION 2

The optimal transmit filters, when keeping the remaining
sets of variables fixed, are obtained by equaling the derivatives
with respect to T∗1,k and T∗2,k of the Lagrangian function of
the minWMSE problem (P1) in (17) to zero. The Lagrangian
function (L) is shown in (38). The derivatives result:

dL
dT∗1,k

=−HH
kkR1,kW1,k−HH

kkR∗2,kW∗2,k+(Bk+Dk)T∗2,k

+(Ak+Ck+λkI)T1,k=0 (46)
dL
dT∗2,k

=−HH
kkR∗2,kW∗1,k−HH

kkR1,kW2,k+(Bk+Dk)T∗1,k

+(Ak+Ck+λkI)T2,k=0 (47)

where Ak, Bk, Ck, and Dk, are defined in (21), (23), (25), and
(27), respectively.

This way, if we isolate T1,k from (46) and substitute it
to (47), we get an expression for T2,k only as a function of
{R1,k,R2,k}, {W1,k,W2,k}. Similarly, if we isolate T2,k from
(47) and substitute it to (46), we obtain T1,k as a function of
{R1,k,R2,k}, {W1,k,W2,k}. The derived expressions for T1,k

and T2,k are those shown in (29)-(30).
In case the k-th transmitter is constrained to use LP, the so-

lution for the transmit filter T1,k is directly obtained from (46):
T1,k = (Ak+Ck+λkI)−1

(
HH
kkR1,kW1,k+HH

kkR∗2,kW∗2,k
)
.
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[21] G. Tauböck, “Complex-valued random vectors and channels: entropy,
divergence, and capacity,” IEEE Trans. Inf. Theory, vol. 58, pp. 2729–
2744, May 2012.

[22] Y. C. Yoon and H. Leib, “Maximizing SNR in improper complex noise
and applications to CDMA,” IEEE Commun. Lett., vol. 1, pp. 5–8, Jan.
1997.

[23] W. Gerstacker, R. Schober, and A. Lampe, “Receivers with widely linear
processing for frequency-selective channels,” IEEE Trans. Commun.,
vol. 51, pp. 1512–1523, Sep. 2003.

[24] P. Bhat, S. Nagata, L. Campoy, I. Berberana, T. Derham, G. Liu, X. Shen,
P. Zong, and J. Yang, “LTE-Advanced: an operator perspective,” IEEE
Commun. Mag., vol. 50, pp. 104–114, Feb. 2012.

[25] 3GPP TR 36.866, Study on network-assisted interference cancellation
and suppression (NAIC) for LTE, Release 12, v12.0.0, Mar. 2014.

[26] C. Hellings and W. Utschick, “Block-skew-circulant matrices in
complex-valued signal processing,” IEEE Trans. Signal Process., vol. 63,
pp. 2093–2107, Jan. 2015.

[27] E. Kurniawan and S. Sun, “Improper Gaussian signaling scheme for
the Z-interference channel,” IEEE Trans. Wireless Commun., vol. 14,
pp. 3912 – 3923, Jul. 2015.

[28] S. Lagen, A. Agustin, and J. Vidal, “Improper Gaussian signaling for the
Z-interference channel,” IEEE Int. Conf. Acoustics, Speech, and Signal
Process., pp. 1145–1149, May 2014.

[29] E. Dahlman, S. Parkvall, and J. Sköld, 4G: LTE/LTE-Advanced for
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